Information System Evaluation.

See Kowalski, chapter 10.

Before 1993 evaluations were done using a few small, well-known corpora of test documents such as the Cranfield collection. Now systems are evaluated at the annual Text Retrieval Evaluation Conference (TREC).

The Cranfield collection contained 1400 documents and 225 queries, and exhaustive relevance judgements.

Reasons to evaluate the effectiveness of an Information Retrieval system:

· to aid in the selection of a system to procure

· to evaluate query generation processes for improvements

· to determine the effects of changes made to an existing information system: determining the effects of changing a system’s algorithms

The most important evaluation metrics of information systems will always be biased by human subjectivity, e.g. relevance: not always binary, but a spectrum from an item being exactly what is being looked for and its being totally unrelated. Relevance may be 

· subjective, depending on a specific user’s judgement: inter-annotator agreement.

· situational, related to a user’s requirements. Some users consider information they already know to be non-relevant to their information need.
· temporal, changing over time
· measurable, observable at a point in time
Another way of specifying relevance is from information, system and situational views. Ingwersen (1992) categorises the information view into four types of “aboutness”

· author aboutness – determined by the author’s language as matched by the system in natural language retrieval

· indexer aboutness – determined by the indexer’s transformation of the author’s natural language into a controlled vocabulary

· request aboutness – determined by the user’s or intermediary’s processing of a search statement into a query

· user aboutness – determined by the indexer’s attempt to represent the document according to presupposition about what the user will want to know

The system view relates to a match between query terms and (index) terms within an item. It can be objectively tested without relying on human judgement.

· time to index an item

· computer memory requirements

· completeness and accuracy of indexing as evaluated by random sampling of indexes by quality assurance personnel

· response time from query input to first set of items retrieved for the user to view.
· An objective measures involving the user is time required to create a query
The situation view pertains to the relationship between information and the user’s information problem situation. It assumes only users can make valid judgements regarding the suitability of information to solve their information need. Lancaster & Warner (1993) refer to information and situation views as relevance and pertinence respectively. Pertinence can be defined as those items that satisfy the user’s information need at the time of retrieval. 

The efficiency of the search process can be measured by recall and precision

Precision = Number_Retrieved_and_Relevant / Number_Total_Retrieved



Recall =



Number_Retrieved_and_Relevant /



Number_Possible_Relevant.

In controlled environments with small databases the number of relevant documents can be found. But for “open” searching on large databases or the Internet, Number_Possible_Relevant is not known. Two approaches have been suggested:

· use a sampling technique across the database, performing relevance judgements on the returned items ( estimate of total relevant items in the database

· apply different search strategies to the same database for the same query. It is then assumed that all relevant items in the database will be found from an aggregate of the searches (Sparck-Jones 1975) – the technique applied by TREC. An extension of this is to combine the results of several search engines to estimate the total number of relevant items. 

Unique Relevance Recall (URR) is used to measure two or more algorithms or systems. It measures the number of relevant items retrieved that were not retrieved by other algorithms or systems:

Unique_Relevance_Recall = Number_Unique_Relevant / Number_Relevant

Where number_relevant can be either

· the total number of relevant items found by all algorithms

· the total number of unique items found by all algorithms.

Other measures (Keen 1971, Salton 1983). 

Novelty ratio: ratio of relevant and not known to the user to total relevant retrieved

Sought recall: ratio of the total relevant reviewed by the user after the search to the total relevant the user would have liked to examine

Text Retrieval and Evaluation Conference (TREC)

Contents of the TREC database:

· Wall Street Journal

· Associated Press Newswire

· Articles from Computer Select discs

· Federal Register

· Short Abstracts from DOE Publications

· San Jose Mercury News

· US Patents

Five new areas of testing called tracks:

· multilingual (e.g. articles from El Norte newspaper in Spanish), 

· interactive (moved ad hoc from batch mode to interactive environment) 

· database merging task – merging results from multiple subcollections into a single hit file

· confusion track to deal with corrupted data

· routing (dissemination) – long standing queries.

On the Evaluation of IR Systems

S. E. Robertson & M. M. Hancock-Beaulieu, Information Processing and Management, 28(4), pp 457-466, 1992.

1. Laboratory versus operational system tests.

Lab tests give control over experimental variables, observability and repeatability, but operational system tests require real people with real information needs.

2. Black Box versus Diagnostic (White Box) tests.

Black box: measure function of the system as a whole, by observing only inputs and outputs. One must have clearly defined system boundaries.

White box: identify and categorise failures of system features e.g. index language or search strategies.

3.  Identifying the boundaries of the system 

A systemic approach to IR might start from the question of where the boundaries of the IR system lie, e.g. distinguish mechanism (retrieval mechanism and associated human activities, e.g. indexing, searching. The inputs are the stated requests, the output the retrieved items) from system (which also includes observable activities of the user).

4.  Qualitative and Quantitative methods

Qualitative evaluation: what is it like?

Quantitative evaluation: how much is it?

A traditional comparison involves the following stages:

1. qualitative assessment at the level of question-document pairs, of relevance;

2. quantitative analysis covering both the different documents and the different questions e.g. recall;

3. a final qualitative assessment of which system(s) perform better than other(s).

5.   Methods for interactive systems

Transaction logs hold information about the use of commands only – they could be extended to keep records of system response. 

We also need to know if the same user uses the terminal twice to complete his/her search. Straight transaction logs provide information only about what users did, not what they thought. 

The Concept of Relevance. See Oakes & Taylor, Search Statements for Bibliographic Databases, Encyclopedia of Library and Information Science, vol 69, pp 223-261.

The most commonly used definition is topical relevance. Borlund and Ingwersen prefer the use of situational relevance, in which a “relevant document is not defined solely on the topic of the user’s search, but on its capability to provide information that can be used”. According to Froelich, the criteria for deeming a document relevant are topicality, perceived validity by the user, and novelty (so a document known to the searcher would not be considered relevant). Other criteria for relevance suggested by Su are utility (such as whether or not the retrieved information opened up a new research avenue, or was enough to help him/her solve a specific problem) and user satisfaction (which includes such factors as the searcher’s confidence that all the existing information on a topic has been retrieved). Su’s criteria are more useful for evaluating a set of retrieved documents rather than individual documents.

See Measuring Search Engine Quality, David Hawking, Nick Craswell, Peter Bailey, Kathleen Griffiths. Information Retrieval 4(1), pp 33-60, 2001.

